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Abstract: Multi-height phase retrieval introduces different object-to-detector distances for
obtaining phase diversity measurements. In the acquisition process, the slow-varying phase
information, however, cannot be converted to intensity variations for detection. Therefore, the
low-frequency contents of the phase profile are lost during acquisition and cannot be properly
restored via phase retrieval. Here, we demonstrate the use of a coded image sensor for addressing
this challenge in multi-height phase retrieval. In our scheme, we add a coded layer on top of the
image sensor for encoding the slow-varying complex wavefronts into intensity variations of the
modulated patterns. Inspired by the concept of blind ptychography, we report a reconstruction
scheme to jointly recover the complex object and the unknown coded layer using multi-height
measurements. With both simulation and experimental results, we show that the recovered
phase is quantitative and the slow-varying phase profiles can be properly restored using lensless
multi-height measurements. We also show that the image quality using the coded sensor is better
than that of a regular image sensor. For demonstrations, we validate the reported scheme with
various biospecimens and compare the results to those of regular lensless multi-height phase
retrieval. The use of a coded image sensor may enable true quantitative phase imaging for the
lensless multi-height, multi-wavelength, and transport-of-intensity equation approaches.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Light detectors such as image sensors and photographic plates can only measure intensity
variations of the light that hits them. In the process of recording, they lose the phase information,
which characterizes how much the light is delayed through propagation. Phase retrieval is
a technique to recover the lost phase information based on one or more distinct intensity
measurements. It typically consists of iteratively reinforcing these known intensities while an
initially random phase “guess” is allowed to converge to a solution that matches all measurements
[1]. Robust phase retrieval is typically performed by introducing different types of diversity
measurements [2], including defocus multi-height diversity [3–7], multi-wavelength diversity
[8–10], transverse translational diversity in the spatial [11–14] and the Fourier domain [15,16],
nonlinear diversity [17], among others.

In defocus multi-height phase retrieval, different object-to-detector distances are adopted for
obtaining phase diversity measurements. This concept, also termed ‘focus series reconstructions’
was first introduced in 1968 for electron microscopy [3]. In the optical region, it has been
demonstrated in wavefront reconstruction [4,5] and shows great potentials for lensless on-chip
microscopy [6,7]. In a typical implementation, the specimen is axially translated to different
defocus distances and the diffraction patterns are recorded using a regular image sensor. In the
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reconstruction process, the complex object estimate is iteratively propagated to these different
defocus planes and the captured images are enforced as magnitude constraints. In this approach,
however, the slow-varying phase information cannot be converted into intensity variations for
detection. This effect can be explained by the phase transfer function (PTF), which characterizes
the transfer property of phase contents at different spatial frequencies [18]. For low-frequency
contents, PTF is close to 0 under the weak phase approximation. As a result, these contents are
lost during acquisition and cannot be restored in the post-acquisition phase retrieval process.

Here we demonstrate the use of a coded image sensor for addressing this challenge in multi-
height phase retrieval. In our scheme, we add a coded layer on top of the image sensor for
encoding the slow-varying waves into intensity variations of the modulated patterns. Inspired by
the concept of blind ptychography [12,13,19–23], we report a reconstruction scheme to jointly
recover the complex object and the unknown coded layer using multi-height measurements. With
both simulation and experimental results, we show that the recovered phase is quantitative and
the slow-varying phase profiles can be properly restored in post-acquisition reconstruction. We
also show that the image quality using the coded sensor is better than that using a regular image
sensor. For demonstrations, we validate the reported scheme with biospecimens and compare
the results to those of regular lensless multi-height retrieval. The use of coded image sensor
may enable true quantitative phase imaging for the lensless multi-height, multi-wavelength, and
transport-of-intensity equation approaches.

This paper is structured as follows: In Section 2, we will first discuss the imaging model of
the multi-height coded imaging setup and propose a joint reconstruction scheme for recovering
both the complex object and the unknown coded layer. In Section 3, we will demonstrate the
simulation results and show that it is challenging to recover the slow-varying phase information
using the regular defocus multi-height approach. We will also show that the multi-height coded
imaging setup can address this critical challenge and enables quantitative phase recovery. In
Section 4, we will validate the effectiveness of the reported scheme using known quantitative
targets and compare the results to the regular multi-height approach. In Section 5, we will test
our reported scheme with biospecimens. Finally, we will summarize the results and discuss the
future directions in Section 6.

2. Imaging model and the proposed joint recovery scheme

Figure 1 shows the comparison between the conventional multi-height phase retrieval and the
proposed coded sensor scheme. For both approaches, the object is translated along the axial
direction for diffraction data acquisition. In the conventional multi-height approach, a regular
image sensor is used to record the intensity variations on the detector plane (Fig. 1(a2)). In this
approach, the slow-varying phase information cannot be converted into intensity variations for
detection. In the proposed scheme, we used a coded image sensor shown in Fig. 1(b2) for image
acquisition.

The concept of coded image sensor shares its root with coded diffraction imaging where a
known programmable phase mask is placed behind the object for light modulation [24,25]. In
practice, it is challenging to have precise knowledge of the complex profile, the alignment, and
the programmable change of the mask behind the object [26]. It also shares some similarity with
the use of pseudo random masks and physical layers to improve coherent imaging and phase
retrieval [27–29]. In our implementation, we directly add a coded layer on top of a regular image
sensor, similar to the configuration of FlatScope [30] or DiffuserCam [31] but with an unknown
complex mask and operated in a coherent imaging setting. The forward imaging model of the
proposed system shown in Fig. 1(b1) can be described as:

Ij(x, y) = |(O(x, y) ∗ PSFfree(dj)) · S(x, y) ∗ PSFfree(d0)|
2
↓M , (1)
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Fig. 1. The comparison between the conventional multi-height phase retrieval (a) and the
proposed scheme using a coded image sensor (b). The requirement for the coded layer is a
thin but dense layer that provides adequate modulation of the impinging light waves and can
be modelled by a multiplication process in Eq. (1).

Fig. 2. The joint recovery scheme for coded multi-height phase retrieval. The complex object
and the unknown coded layer can be jointly recovered from the multi-height measurements.

where Ij(x, y) is the jth intensity measurement by placing the object O(x, y) at a distance dj from
the coded layer, PSFfree is the point spread function (PSF) for free-space propagation, S(x, y)
is the complex profile of the coded layer, d0 is the distance between the coded layer and the
sensor pixel array, and ‘∗’ denotes the convolution operation. We use ‘↓ M’ to represent the
down-sampling process of the image sensor. Based on all captured images Ij(x, y), we aim to
jointly recover the complex object O(x, y) and the complex profile of the coded layer S(x, y).

Figure 2 shows the workflow of the proposed joint recovery scheme for multi-height phase
retrieval. We first initialize the amplitude of the object by averaging all captured measurements
and set the phase to 0. We initialize the coded layer to an all-one matrix (i.e., assuming no
diffusing layer for the initial guess). In the iterative reconstruction process, we first propagate the
object to the coded layer with the corresponding distance and obtain wavefront Wj(x, y) in line 4
of Fig. 2. We then multiply with the coded layer profile S(x, y) to form an exit wave ϕj(x, y) in line
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Fig. 3. Simulation of the joint recovery scheme for coded multi-height phase retrieval. (a)
The input ground-truth object, with a maximum phase of π and a size of 256 by 256 pixels.
(b) The simulated multi-height measurements captured by a coded image sensor. 100 raw
images are used in this simulation, with a 20-µm step size along the axial direction. (c) The
joint recovery of the complex object and the complex coded layer. A large number of raw
images are only needed for the joint recovery process. Once the coded layer is determined
from a calibration experiment, the number of raw images can be reduced to 10 or less for
other specimens.

5. This exit wave is propagated to the image sensor plane to obtain the complex wave ψj(x, y) in
line 6. At the image sensor plane, we use the jth intensity measurement Ij(x, y) to update ψj(x, y)
in line 7. This updating process enforces the intensity summation of every M by M small pixel
in the complex wavefront equals to the corresponding raw pixel in the captured image [13,32].
With the ψ ′

j (x, y), we then propagate it back to the coded layer plane and obtain the updated exit
wave ϕ′j (x, y) in line 8. In line 9, we modify the regularized ptychographical iterative engine
(rPIE) [33] to update the object wavefront and the complex profile of the coded layer. The αobj
and αs in the updating equation are algorithm weights in rPIE [33]. In line 10, we propagate the
updated exit wave from the coded layer back to the object plane and obtain the updated object.
This process is repeated for different measurements in line 11 and iterated in line 12.

Figure 3 shows the simulation study of the proposed joint recovery scheme. Figures 3(a) shows
the input complex object, with the maximum phase of π. Figure 3(b) shows the simulated raw
images captured using the coded image sensor with an unknown coded layer. The illumination
wavelength is 532 nm and the pixel size is 1.85 µm (chosen based on our experimental setting).
Based on the joint recovery scheme, Fig. 3(c) shows the recovered complex object and the coded
layer, where we use 100 raw images for reconstruction. The defocus distance dj ranges from 150
µm to 2150 µm, with a 20-µm step size. For all simulations, we also label the root mean square
error (RMSE) between recovered complex images and the ground truths in the figures. We note
that a large number of raw images are only needed for the joint recovery process. Once the coded
layer is determined from a calibration experiment, the number of raw images can be reduced to
10 or less for other specimens (discussed in the next section).
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3. Multi-height phase retrieval performance on fast- and slow-varying phase
profiles

In this section, we compare the imaging performance between the regular multi-height approach
and the proposed multi-height coded phase retrieval. We focus on two different cases in simulation.
The first one is a complex object with a fast-varying phase profile (Fig. 4). The second one is a
complex object with a slow-varying phase profile (Fig. 5).

Fig. 4. Simulation of multi-height phase retrieval for fast-varying phase profile. (a) The
input ground truth of amplitude and phase. The phase image contains fast-varying features.
(b) The recovery using the conventional multi-height phase retrieval approach based on a
regular image sensor (inset of (b1)). (c) The recovery using the proposed multi-height phase
retrieval approach based on a coded image sensor (inset of (c1)). For both approaches, 10
raw images captured at different defocus distances are used to recover the complex object.
The defocus distance dj ranges from 150 µm to 330 µm, with a 20-µm step size.

For the first case, Fig. 4(a) shows the input complex image with the same parameters as those
in Fig. 3. Figures 4(b) and 4(c) show the corresponding reconstructions using the two approaches.
For both approaches, we use 10 raw images for reconstruction, and the defocus distance dj ranges
from 150 µm to 330 µm, with a 20-µm step size. We can see that both approaches can converge
to the correct solution while the proposed coded sensor approach gives a better image quality.

For the second case, Fig. 5(a) shows the input complex image where the phase profile contains
slow-varying content. If we unwrap the phase profile, the maximum phase value is 15 π in this
simulation (inset of Fig. 5(a2)). Figures 5(b) and 5(c) show the corresponding reconstructions
using the two approaches. We can see that the coded sensor approach can converge to the correct
solution while the conventional multi-height approach fails. The inset of Fig. 5(c3) shows the
unwrapped phase of the coded sensor recovery and the recovered phase in Fig. 5(b3) cannot be
unwrapped.

In Fig. 6, we quantify the performance of the two approaches using the root mean square error
(RMSE) metric. Figure 6(a) shows the convergence curves for the simulations in Fig. 4. We
can see that the coded sensor approach performs better than that of the regular multi-height
approach. Both curves in Fig. 6(a) decrease as the iteration increases, indicating good convergence
performance. In contrast, Fig. 6(b) shows the convergence curves for the case of slow-varying
phase profile in Fig. 5. In this case, the conventional multi-height approach fails to converge
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Fig. 5. Simulation of multi-height phase retrieval for slow-varying phase profile. (a) The
input ground truth of amplitude and phase. The phase image contains slow-varying features.
Inset of (a2) shows the unwrapped phase with the maximum phase value of 15 π. (b) The
recovery using the conventional multi-height phase retrieval approach based on a regular
image sensor (inset of (b1)). (c) The recovery using the proposed multi-height phase retrieval
approach based on a coded image sensor (inset of (c1)). For both approaches, 10 raw images
captured at different defocus distances are used to recover the complex object (same as
Fig. 4). The coded image sensor approach can recover the slow-varying phase from the
multi-height measurements while the conventional approach fails. Inset of (c3) shows the
unwrapped phase while the phase of (b3) cannot be properly unwrapped.

while the proposed coded sensor approach can converge to the correct solution. The RMSE of
the conventional multi-height is a constant in Fig. 6(b).

Fig. 6. Quantification of the multi-height phase retrieval simulations. (a) The two
convergence curves for the fast-varying phase. Both approaches can converge to the correct
solution while the proposed coded sensor approach has a better performance (red curve).
(b) The two convergence curves for the slow-varying phase. The conventional multi-heigh
approach fails to converge as the black curve does not decrease as the iteration increases. In
contrast, the proposed coded sensor approach can converge to the correct solution.

The quantification in Fig. 6 can be explained using the PTF of defocus measurements [18].
Under the weak object approximation, low-frequency contents of the phase profile cannot be
converted into intensity variation using a regular image sensor. As such, the slow-varying phase
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information is lost in the recording process, and it is challenging to restore it in post-acquisition
processing. For the proposed coded image sensor, the low-frequency contents of the phase profile
can be converted into the distortion of the modulated patterns via the coded layer. With a proper
phase retrieval process, the slow-varying phase can be restored in the iterative reconstruction
process.

4. Experimental validation using known quantitative targets

In this section, we validate the effectiveness of the proposed approach using quantitative targets.
The coded layer is made by coating a thin layer of microbeads on top of the image sensor. In
the calibration experiment, we use a blood smear sample as the object to jointly recover the
object and the coded layer. Once the coded layer is recovered, we can compare the coded sensor
approach with the regular multi-height approach to demonstrate its advantages.

In all following demonstrations, we use a monochromatic sensor with a 1.85-µm pixel size (Sony
IMX 226) for image acquisition and a 532-nm laser diode for sample illumination. We capture 10
lensless raw images by translating the sample along the axial direction using a motorized stage.
The step size is 20 µm, the same as that used in the simulation study. The acquisition time for 10
images is ∼5 seconds without optimizing the speed. Figure 7 shows captured raw images and the
reconstruction of a resolution target. Figure 7(a)–7(b) show the captured raw images and the
reconstruction for the conventional multi-height approach. Figure 7(c)–7(d) show the captured
raw images and the reconstruction for the coded sensor approach. Both approaches achieve a
similar resolution performance while the coded sensor approach generates reconstruction with a
more uniform background with fewer fringe artifacts.

Fig. 7. Quantitative validation using a known resolution target. The raw image captured
using the conventional multi-height approach (a) and the recovered intensity (b). The raw
image captured using the coded sensor approach (c) and the recovered intensity (d).

A more interesting case for comparison is the performance of slow-varying phase profiles.
Figure 8 shows captured raw images and the reconstruction for a quantitative phase target.
Figure 8(a)–8(b) show the captured raw images and the reconstruction for the conventional
multi-height approach. Figure 8(c)–8(d) show the captured raw images and the reconstruction for
the coded sensor approach. The difference between these two approaches can be best visualized
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from the slow-varying phase features of the recovered images. In Fig. 8(e), we plot the line
traces of a large square phase feature of the target. We can see that the conventional multi-height
approach fails to recover the correct phase as shown in the green curves of Fig. 8(e). In contrast,
the coded sensor approach can correctly recover such slow-varying features in a quantitative
manner. This experiment validates the effectiveness of the proposed approach, and the conclusion
is in good agreement with that of our simulation studies in Figs. 5–6.

Fig. 8. Quantitative validation using a known phase target. The raw image captured using
the conventional multi-height approach (a) and the reconstruction (b). The raw image
captured using the coded sensor approach (c) and the reconstruction (d). (e) Line traces of
the phase features.

5. Imaging performance on biospecimens with fast- and slow-varying phase
profiles

In addition to the quantitative validation using known targets, we also qualitatively test both
approaches with various biospecimens. Figure 9 shows the results on two biospecimens with
fast-varying phase profiles: a histology slide with hematoxylin and eosin (H&E) stains and a
blood smear. Figure 9(a1)-(a2) show the raw images captured using the conventional multi-height
approach. Figure 9(a3)-(a4) show the raw images captured using the coded image sensor. The
corresponding recovered amplitude and phase images are shown in Fig. 9(b)–9(c). We can see
that both approaches can recover the object while the coded sensor approach has a better image
quality.

In the second qualitative test in Fig. 10, we image a cultured bacterial colony with a slow-
varying phase profile using both approaches. Figure 10(a1) shows the raw image captured
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Fig. 9. Imaging performance demonstration using two biospecimens with fast-varying
phase profiles. Captured raw images using the regular image sensor (a1-a2) and the coded
image sensor (a3-a4). The corresponding reconstruction of the amplitude (b) and phase (c).

using the conventional multi-height approach. Figure 10(a2)-10(a3) show the corresponding
recovered amplitude and phase images, and the reconstruction fails to converge to the correct
solution. The recovered phase in Fig. 10(a3) cannot be properly unwrapped. In contrast with the
conventional multi-height approach, Fig. 10(b1) shows the raw image captured using the coded
sensor approach, and Fig. 10(b2)-10(b3) show the recovered amplitude and phase. In this case,
we can recover the slow-varying phase of the bacterial colony and the background phase of the
uneven agar plate can also be visualized from the fringe pattern in Fig. 10(b3). The inset of
Fig. 10(b3) shows the unwrapped phase of the bacterial colony.

The imaging performance with biospecimens presented in this section agrees with the
conclusion of the quantitative validation in the previous section. Both approaches can recover the
fast-varying phase and the coded sensor approach has a better image quality. For a slow-varying
phase profile, the conventional multi-height approach fails while the coded sensor approach can
recover the low-frequency content of the object.
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Fig. 10. Imaging performance demonstration using a cultured bacterial colony with
slow-varying phase profile. (a1) The captured raw image using the regular image sensor.
(a2-a3) The corresponding reconstruction of the amplitude and phase using the conventional
multi-height approach. The recovered phase image cannot be unwrapped. (b1) The captured
raw image using the coded image sensor. (b2-b3) The corresponding reconstruction of the
amplitude and phase using the reported coded sensor approach. Inset of (b3) shows the
unwrapped phase of the colony.

6. Summary and conclusion

In conventional multi-height phase retrieval, the slow-varying phase information cannot be
converted into intensity variations for detection. This effect can be explained by the PTF, which
is close to 0 for low-frequency contents. As a result, these contents are lost during acquisition and
cannot be restored in the post-acquisition phase retrieval process. In this paper, we demonstrate
the use of a coded image sensor for addressing this challenge in multi-height phase retrieval. In
our scheme, we use a coded layer on the image sensor for encoding the slow-varying complex
wavefronts into intensity variations of the modulated patterns. Inspired by the concept of blind
ptychography, we report a reconstruction scheme to jointly recover the complex object and the
unknown coded layer using multi-height measurements. With both simulation and experimental
results, we show that the recovered phase is quantitative and the slow-varying phase profiles can
be properly restored in post-acquisition reconstruction.

The approach presented in this work can also be used for other phase retrieval approaches. Our
ongoing effort is to adopt the coded image sensor for multi-wavelength phase retrieval [8–10]
and the transport-of-intensity approach [18]. The integration of coded image sensor in these
approaches allows the low-frequency phase profile to be encoded in the intensity measurement,
thereby enabling its recovery in the reconstruction process.
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